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Abstract. In this paper, we present a tool for monitoring the traces of
cyber-physical systems (CPS) at runtime, with respect to Signal Tempo-
ral Logic (STL) specifications. Our tool is based on the recent advances of
causation monitoring, which reports not only whether an executing trace
violates the specification, but also how relevant the increment of the trace
at each instant is to the specification violation. In this way, it can deliver
more information about system evolution than classic online robust mon-
itors. Moreover, by adapting two dynamic programming strategies, our
implementation significantly improves the efficiency of causation moni-
toring, allowing its deployment in practice. The tool is implemented as
a C++ executable and can be easily adapted to monitor CPS in different
formalisms. We evaluate the efficiency of the proposed monitoring tool,
and demonstrate its superiority over existing robust monitors in terms
of the information it can deliver about system evolution.

Keywords: online monitoring · Signal Temporal Logic · dynamic
programming

1 Introduction

Cyber-physical systems (CPS), that embed cyber technologies into physical sys-
tems, have been widely deployed in safety-critical domains, such as transporta-
tion, healthcare, power and energy. Due to their safety-critical nature, the behav-
iors of CPS require formal verification to guarantee their satisfaction to formal
specifications that are usually expressed in temporal logics, e.g., Signal Tem-
poral Logic (STL) [20]. Given an STL specification, monitoring (a.k.a. runtime
verification) [2] is an effective approach for checking whether a trace of system
execution satisfies the specification.

Monitoring can be achieved either offline or online. In STL monitoring, an
offline monitor can report a real value (called robustness) that indicates how
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robustly an STL formula ϕ is satisfied or violated by a complete execution trace,
based on the STL robust semantics [9,13]. By contrast, an online monitor tar-
gets partial execution traces at runtime, reporting the satisfaction of an STL
formula ϕ by the partial trace so far at each time instant. Due to the lack of a
complete trace, a typical online monitor, e.g., the robust monitor in [6], reports a
robustness interval [[R]L, [R]U] telling the possibly reachable values of the robust-
ness under any suffix trace, where [R]L and [R]U are the lower and upper bounds
respectively. In this way, the satisfaction of ϕ can be inferred from the computed
robustness interval, e.g., ϕ is violated if [R]U is negative.

Fig. 1. An illustrative exam-
ple of online robust moni-
toring and causation moni-
toring of STL formula ϕ :
�[0,45](�[0,5]v < 10).

Online robust monitoring [6] suffers from the
information masking problem [24,26,27], as visu-
alized by the example in Fig. 1. The specification
in this example requires that, during [0, 45], the
speed v of a car should never be over 10 for 5
time units. The top plot reports a trace v that
violates the system specification. When using the
classic online monitor [6] reported in the middle
plot, the value of [R]U keeps on decreasing and
becomes negative at b = 10. It then reaches the
minimum value around b = 14 and stagnates at
that value in the remaining of the monitoring.
As a result, the system evolution is not faithfully
reflected by the monitor. For instance, the monitor
does not deliver that the system actually recovers
(i.e., v < 10) at b = 20 and that the status v > 10
persisting for more than 5 time units happens once
again from b = 25.

Causation monitoring [26] emerges to tackle the information masking issue
of robust monitoring. As shown in the bottom plot of Fig. 1, at each instant b, an
online causation monitor returns [R]� (called a violation causation distance) and
[R]⊕ (called a satisfaction causation distance), that respectively reflect how far
the trace value at b is from being a causation to the violation and the satisfaction
of the specification. For instance, [R]� at b = 12 is negative, which implies that
the trace value at b = 12 is considered as a causation to the violation of the
partial trace, because the status v > 10 that has been persisting for more than 5
time units continues at b = 12. At b = 20, [R]� becomes positive, which implies
that the trace value at b = 20 is no more a causation to the violation, because v
becomes less than 10 at b = 20. From Fig. 1, we can see that compared to robust
monitoring, causation monitoring can reflect more information about system
evolution, such as the recovery of the system at b = 20 and the recurrence of the
status v > 10 persisting for more than 5 time units from b = 25.

Contributions. In this paper, we present a tool CauMon, that implements an
efficient online causation monitoring algorithm of STL. Compared to the plain
monitoring algorithm [26] derived directly from the definition of causation mon-
itoring, our algorithm features the use of two dynamic programming strategies,
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by which we can significantly reduce redundant computation of the causation
distances during monitoring of system executions. We adopt dynamic program-
ming for two purposes: first, we record and reuse the intermediate monitoring
results of the sub-formulas using several worklists for each of the sub-formulas,
such that computational cost is only spent for incremental results, not for exist-
ing ones; moreover, we adapt a sliding window algorithm [18] to accelerate the
computation of monitoring results in the presence of nested temporal operators.

We implement CauMon in C++, and it can be compiled to an executable
that can be easily interfaced with CPS in different formalisms. We demonstrate
the advantages of CauMon in informativeness, by comparing it with the existing
online robust monitor in [6]. Moreover, we also evaluate the efficiency of CauMon,
by comparing it with the plain causation monitor derived from the definition of
causation monitoring directly, and also the online robust monitor [6]. The exper-
imental results show that CauMon can indeed deliver more information about
system evolution compared to the robust monitor; moreover, while the plain
implementation of causation monitoring is not applicable to handling nested
temporal operators in practice, CauMon can significantly reduce the monitoring
time costs and achieve comparable efficiency with the robust monitor.

Related Work. Online monitoring is an approach that monitors system exe-
cutions at runtime, and different approaches have been proposed for different
temporal logics, such as LTL [4,5], MTL [14,19,25], and STL [6,7,15,16,23].
For online monitoring of STL, most of existing approaches [6,7,15,16] and
tools [1,8,22,23] are based on its robust semantics and provide a quantitative
value or interval to characterize the system runtime status. Consequently, these
approaches suffer more or less from the issue of information masking. In [27],
we proposed a reset mechanism that resets a monitor whenever it detects the
recovery of specification violation. However, [27] does not propose new semantics
and so it does not improve informativeness of monitors between two resets.

2 Preliminaries

2.1 Signal Temporal Logic

Let T ∈ R+ be a positive real. A signal (i.e., a trace of system execution) is a
function v : [0, T ] → R

d , where T is the time horizon, d ∈ N+ is the dimension.
In practice, each signal dimension concerns with a signal variable that has a
certain physical meaning, e.g., speed, RPM of a car. We fix a set Var of variables
and assume that a signal v is spatially bounded by a hyper-rectangle Ω, i.e., for
any t ∈ [0, T ], v(t) ∈ Ω.

Signal temporal logic (STL) [20] can express desired properties of hybrid
systems. We review the syntax and robust semantics [9,13] of STL.

Definition 1 (STL Syntax). In STL, the atomic propositions α and the for-
mulas ϕ are respectively defined as follows:

α ::≡ f(w1, . . . , wK) > 0 ϕ ::≡ α | ⊥ | ¬ϕ | ϕ ∧ ϕ | �Iϕ | �Iϕ | ϕ UI ϕ
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Here f is a K-ary function f : RK → R, w1, . . . , wK ∈ Var, and I is a closed
non-singular interval in R≥0, i.e., I = [l, u], where l, u ∈ R and l < u. �,�
and U are temporal operators, which are known as always, eventually and until,
respectively. The always operator � and eventually operator � are two special
cases of the until operator U , where �Iϕ ≡ � UI ϕ and �Iϕ ≡ ¬�I¬ϕ. Other
common connectives such as ∨,→ are introduced as syntactic sugar: ϕ1 ∨ ϕ2 ≡
¬(¬ϕ1 ∧ ¬ϕ2), ϕ1 → ϕ2 ≡ ¬ϕ1 ∨ ϕ2.

Definition 2 (STL Robust Semantics). Let v be a signal, ϕ be an STL
formula and τ ∈ R+ be an instant. The robustness R(v, ϕ, τ) ∈ R ∪ {+∞,−∞}
of v w.r.t. ϕ at τ is defined by induction on the construction of formulas, as
follows,

R(v, α, τ) := f(v(τ)) R(v,¬ϕ, τ) := −R(v, ϕ, τ)
R(v, ϕ1 ∧ ϕ2, τ) := min (R(v, ϕ1, τ),R(v, ϕ2, τ))
R(v,�Iϕ, τ) := inft∈τ+I R(v, ϕ, t) R(v,�Iϕ, τ) := supt∈τ+I R(v, ϕ, t)

R(v, ϕ1 UI ϕ2, τ) := supt∈τ+I min
(
R(v, ϕ2, t), inft′∈[τ,t) R(v, ϕ1, t

′)
)

where τ + [l, u] denotes the shifted interval [l + τ, u + τ ].

The Boolean semantics of STL, i.e., whether (v, τ) |= ϕ or not, can be inferred
from the quantitative robust semantics in Definition 2, namely, if R(v, ϕ, τ) > 0,
it implies (v, τ) |= ϕ; and if R(v, ϕ, τ) < 0, it implies (v, τ) �|= ϕ.

2.2 Online Robust Monitoring of STL

Online monitoring concerns the satisfaction of a partial signal v0:b : [0, b] → R
d

w.r.t. an STL formula ϕ. We define a completion of v0:b as a signal v : [0, T ] → R
d

(b ≤ T ) such that ∀t ∈ [0, b],v(t) = v0:b(t). A completion v can be written as
the concatenation of v0:b with a suffix signal vb:T , i.e., v = v0:b · vb:T .

Definition 3 (Online Robust Monitor [6]). Let v0:b be a partial signal, and
let ϕ be an STL formula. We denote by Rα

max and Rα
min the possible maximum and

minimum bounds of the robustness R(v, α, τ)1. Then, an online robust monitor
returns a sub-interval [R](v0:b, ϕ, τ) ⊆ [Rα

min, R
α
max] at instant b, which is defined

as follows, by induction on the construction of formulas.

[R](v0:b, α, τ) :=

{[
f (v0:b(τ)) , f (v0:b(τ))

]
if τ ∈ [0, b]

[
Rα
min, R

α
max

]
otherwise

[R](v0:b,¬ϕ, τ) := −[R](v0:b, ϕ, τ)

[R](v0:b, ϕ1 ∧ ϕ2, τ) := min
(
[R](v0:b, ϕ1, τ), [R](v0:b, ϕ2, τ)

)

[R](v0:b,�Iϕ, τ) := inft∈τ+I

(
[R](v0:b, ϕ, t)

)

[R](v0:b, ϕ1 UI ϕ2, τ) := supt∈τ+I min
(
[R](v0:b, ϕ2, t), inft′∈[τ,t) [R](v0:b, ϕ1, t

′)
)

1 R(v, α, τ) is bounded because of the bound Ω of v. In practice, if Ω is unknown, we
just need to set Rα

max and Rα
min to be ∞ and −∞ respectively.
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Here, f is defined as in Definition 1, and the arithmetic rules over inter-
vals I = [l, u] are defined as follows: −I := [−u,−l] and min(I1, I2) :=
[min(l1, l2),min(u1, u2)].

We denote by [R]U(v0:b, ϕ, τ) and [R]L(v0:b, ϕ, τ) the upper and lower bounds
of [R](v0:b, ϕ, τ) respectively. Intuitively, this interval [R](v0:b, ϕ, τ) indicates the
set of robustness values possibly reached by the completion of v0:b, under any
suffix signal vb:T . This interval can be used to derive a 3-valued verdict for
a given v0:b, that signifies the satisfaction of v0:b w.r.t. the specification ϕ: if
[R]L(v0:b, ϕ, τ) > 0, it implies true, i.e., v0:b satisfies ϕ; if [R]U(v0:b, ϕ, τ) < 0, it
implies false, i.e., v0:b violates ϕ; otherwise, it returns unknown.

3 Overview of Causation Monitoring

As mentioned in §1, the information masking issue of online robust monitors
has been identified as a problem in [24,26,27]. The problem arises from the
monotonicity of online robust monitors, i.e., during evolution of the signal
v0:b, [R]U(v0:b, ϕ, τ) monotonically decreases and [R]L(v0:b, ϕ, τ) monotonically
increases. The formal statement of this problem can be found in [26].

Online Causation Monitoring. Causation monitoring is proposed in [26] as
a solution to the problem. Specifically, instead of monitoring robustness that
indicates whether a partial trace violates the specification, it monitors whether
the increment of the trace at each instant is the causation to the violation
of the specification. Here, the definition of causation follows the online trace
diagnostics [3,27] that returns a (violation or satisfaction) epoch, which is a set
of signal segments that sufficiently triggers the violation or satisfaction of the
partial signal. Intuitively, an epoch can be considered as an explanation of a
violation or satisfaction; the formal definition of epoch can be found in [3,27].
Having the trace diagnostic result at each instant, causation monitoring aims to
report such a verdict: if the current instant b of v0:b is included in the violation
epoch, it is considered as a violation causation; if b is included in the satisfaction
epoch, it is considered as a satisfaction causation; otherwise, it is irrelevant.

The causation monitor proposed in [26] achieves this goal as follows: at each
instant, it computes two quantities [R]� (v0:b, ϕ, τ) and [R]⊕ (v0:b, ϕ, τ), that
respectively indicate the distances of the current instant b from being a viola-
tion causation and a satisfaction causation. The formal definition of causation
distances [R]� (v0:b, ϕ, τ) and [R]⊕ (v0:b, ϕ, τ) are presented in Definition 4.

Definition 4 (Online Causation Monitor [26]). Let v0:b be a partial signal
and ϕ be an STL formula. At an instant b, an online causation monitor returns
a violation causation distance [R]� (v0:b, ϕ, τ) and a satisfaction causation dis-
tance [R]⊕ (v0:b, ϕ, τ), as defined in Table 1.

The causation verdict, regarding whether b is a causation or not, can be
inferred by the results of the online causation monitor in Definition 4, as follows:
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Table 1. The definitions of violation and satisfaction causation distances

[R]� (v0:b, α, τ) :=

{
f(v0:b(τ)) if b = τ

Rα
max otherwise

[R]� (v0:b, ¬ϕ, τ) := −[R]⊕ (v0:b, ϕ, τ)

[R]� (v0:b, ϕ1 ∧ ϕ2, τ) := min
(
[R]� (v0:b, ϕ1, τ) , [R]� (v0:b, ϕ2, τ)

)
[R]� (v0:b, �Iϕ, τ) := inft∈τ+I

(
[R]� (v0:b, ϕ, t)

)

[R]� (v0:b, ϕ1 UI ϕ2, τ) := inft∈τ+I

⎛
⎜⎝max

⎛
⎜⎝min

(
inft′∈[τ,t) [R]� (v0:b, ϕ1, t

′)

[R]� (v0:b, ϕ2, t)

)

[R]U(v0:b, ϕ1 UI ϕ2, τ)

⎞
⎟⎠

⎞
⎟⎠

[R]⊕ (v0:b, α, τ) :=

{
f(v0:b(τ)) if b = τ

Rα
min otherwise

[R]⊕ (v0:b, ¬ϕ, τ) := −[R]� (v0:b, ϕ, τ)

[R]⊕ (v0:b, ϕ1 ∧ ϕ2, τ) := max

⎛
⎝min

(
[R]⊕ (v0:b, ϕ1, τ) , [R]L(v0:b, ϕ2, τ)

)
min

(
[R]L(v0:b, ϕ1, τ), [R]⊕ (v0:b, ϕ2, τ)

)
⎞
⎠

[R]⊕ (v0:b, �Iϕ, τ) := supt∈τ+I

(
min

(
[R]⊕ (v0:b, ϕ, t) , [R]L(v0:b, �Iϕ, τ)

))

[R]⊕ (v0:b, ϕ1 UI ϕ2, τ) := supt∈τ+I

⎛
⎜⎜⎜⎜⎜⎜⎝

max

⎛
⎜⎜⎜⎜⎜⎜⎝

min

⎛
⎜⎝

supt′∈[τ,t) [R]⊕ (v0:b, ϕ1, t
′)

inft′∈[τ,t) [R]L(v0:b, ϕ1, t
′)

[R]L(v0:b, ϕ2, t)

⎞
⎟⎠

min

(
inft′∈[τ,t) [R]L(v0:b, ϕ1, t

′)

[R]⊕ (v0:b, ϕ2, t)

)

⎞
⎟⎟⎟⎟⎟⎟⎠

⎞
⎟⎟⎟⎟⎟⎟⎠

• if [R]� (v0:b, ϕ, τ) < 0, then b is a violation causation;
• if [R]⊕ (v0:b, ϕ, τ) > 0, then b is a satisfaction causation;
• otherwise, i.e., [R]� (v0:b, ϕ, τ) > 0 and [R]⊕ (v0:b, ϕ, τ) < 0, b is irrelevant.

Below, we use an example to illustrate how online causation monitor works.

Example 1. Consider the example in Fig. 1. As indicated by the robust mon-
itor, the specification is violated by the signal after b = 10. By online trace
diagnostics (see [27]), at b = 19, we can obtain a violation epoch {〈v < 10, t〉 |
t ∈ [5, 19]}, which implies that the violation so far is caused by the signal values
v during [5, 19]. Since b = 19 is included in this epoch, b is then considered as a
violation causation. On the other hand, we can also compute the violation cau-
sation distance [R]� (v0:b, ϕ, 0) = −1 < 0 by Definition 4, which also indicates
that b is a violation causation.

Similarly, at b = 23, we obtain an epoch {〈v < 10, t〉 | t ∈ [5, 20]}, in which
b = 23 is not included, so b = 23 is irrelevant. This is also shown by computing the
causation distances [R]� (v0:b, ϕ, 0) = 2 > 0 and [R]⊕ (v0:b, ϕ, 0) = Rα

min < 0.
Note that the result of causation monitoring is not monotonic, e.g., while

b = 19 is considered as a violation causation, b = 23 is not. This feature is
clearly shown by the visualized result of causation monitoring in Fig. 1.

Relationship with Robust Monitors. As indicated by Fig. 1 and Example 1,
the causation monitor is not monotonic, and thus it delivers more information
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about system evolution. We refer to [26] for a more detailed explanation. Below,
Lemma 1 states that the online causation monitor in Definition 4 refines the
online robust monitor in Definition 3, in the sense that the monitoring results
of robust monitors can be inferred from that of causation monitors. In other
words, the information delivered by causation monitors is a superset of that can
be delivered by classic robust monitors.

Lemma 1. The causation monitor in Definition 4 refines the classic online
robust monitor in Definition 3, in the sense that the monitoring results of the
robust monitor can be reconstructed from the results of the causation monitor,
as follows:

[R]U(v0:b, ϕ, τ) = inf
t∈[0,b]

[R]� (v0:t, ϕ, τ) , [R]L(v0:b, ϕ, τ) = sup
t∈[0,b]

[R]⊕ (v0:t, ϕ, τ)

4 Efficient Causation Monitoring

In [26], a straightforward way of synthesizing an online causation monitor has
been provided that follows Definition 4. However, the synthesized monitor may
not be sufficiently efficient to be deployed in practice, due to the high computa-
tional complexity when handling nested temporal operators.

Example 2. Consider the specification ϕ ≡ �[0,45](�[0,5]v < 10) in Fig. 1. For
convenience, we name the sub-formulas of ϕ as follows: ϕ′ ≡ �[0,5](v < 10), α ≡
(v < 10). Consider the computation of [R]� (v0:b, ϕ, 0) that contains nested
temporal operators. According to Definition 4, we need to compute as follows:

[R]� (v0:b, ϕ, 0) = inft∈[0,45] [R]� (v0:b, ϕ
′, t)

= inft∈[0,45]

(
inft′∈[t,t+5]

(
max

(
[R]� (v0:b, α, t′) , [R]U(v0:b, α, t′)

)))

During this computation, for a fixed t′, [R]� (v0:b, α, t′) and [R]U(v0:b, α, t′) are
repeatedly computed as long as it holds that t′ ∈ [t, t+5] for any t ∈ [0, 45]. This
results in numerous redundant computations, which can significantly diminish
the efficiency of causation monitoring.

We introduce two dynamic programming strategies, i.e., intermediate result
recording and sliding window, for accelerating causation monitoring.

4.1 Intermediate Result Recording

Our efficient causation monitoring algorithm is presented in Algorithm 1. The
basic idea of the algorithm is to record the intermediate monitoring results, by
maintaining several worklists for each of the sub-formulas of an STL formula ϕ,
so as to avoid redundant computations.
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Algorithm 1 Efficient online causation monitoring
Require: a partial signal v0:b, an STL formula ϕ
1: for ψ ∈ SF(ϕ) do
2: for t ∈ Eva(ϕ, 0)[ψ] do
3: Cau�[ψ](t) ← Rα

max, Cau
⊕[ψ](t) ← Rα

min

4: RobU[ψ](t) ← Rα
max, RobL[ψ](t) ← Rα

min

5: for b ∈ [0, T ] do
6: UpdateCau(v0:b, ϕ, 0) � monitoring at runtime

7: function UpdateCau(v0:b, ψ, τ)
8: switch ψ do
9: case α � atomic propositions

10: if b ∈ Eva(α) then

11: Cau�[ψ](t) ←
{

f(v0:b(b)) if t = b

+∞ otherwise

12: Cau⊕[ψ](t) ←
{

f(v0:b(b)) if t = b

−∞ otherwise

13: case ¬ϕ � negations
14: UpdateCau(v0:b, ϕ, τ) � recursive call
15: Cau�[ψ] ← −Cau⊕[ϕ]
16: Cau⊕[ψ] ← −Cau�[ϕ]

17: case ϕ1 ∧ ϕ2 � conjunctions
18: UpdateCau(v0:b, ϕ1, τ); UpdateCau(v0:b, ϕ2, τ) � recursive call
19: UpdateRob(v0:b, ϕ1, τ); UpdateRob(v0:b, ϕ2, τ) � see [6]
20: Cau�[ψ] ← min(Cau�[ϕ1],Cau

�[ϕ2])
21: Cau⊕[ψ] ← max

(
min(Cau⊕[ϕ1],Rob

L[ϕ2]), min(RobL[ϕ1],Cau
⊕[ϕ2])

)
22: case �Iϕ � always operators
23: UpdateCau(v0:b, ϕ, τ) � recursive call
24: UpdateRob(v0:b, �Iϕ, τ) � see [6]
25: Cau�[ψ] ← SlideMin(Cau�[ϕ],Trans(I)) � call Algorithm 2
26: Cau⊕[ψ] ← min

(
RobL[ϕ], −SlideMin(−Cau⊕[ϕ],Trans(I))

)

Sub-formulas and Evaluation periods. Given an STL formula ϕ, the sub-
formula set SF(ϕ) of ϕ is defined as follows (see an example in Example 2):

SF(α) := {α} SF(¬ϕ) := {¬ϕ} ∪ SF(ϕ)
SF(ϕ1 ∧ ϕ2) := {ϕ1 ∧ ϕ2} ∪ SF(ϕ1) ∪ SF(ϕ2) SF(�Iϕ) := {�Iϕ} ∪ SF(ϕ)

At the beginning of Algorithm 1, for each sub-formula ψ ∈ SF(ϕ), we initialize
four worklists, including Cau�[ψ] and Cau⊕[ψ] that record the violation and
satisfaction causation distances, RobU[ψ] and RobL[ψ] that record the upper and
lower robustness bounds.

Each of these four lists is defined over the evaluation period Eva(ψ) of each
ψ, that is, intuitively, the time interval that includes all the instants t such that
[R]� (v0:b, ψ, t) is needed for the computation of [R]� (v0:b, ϕ, 0) (see Defini-
tion 4, and it also holds for satisfaction distances). Formally, given ψ ∈ SF(ϕ),
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the evaluation period is computed as follows. First, Eva[ϕ, 0], a set that includes
the evaluation periods of all the sub-formulas ψ′ ∈ SF(ϕ), is computed recur-
sively as follows:

Eva[α, t] := {〈α, t〉} Eva[¬ϕ, t] := {〈¬ϕ, t〉} ∪ Eva[ϕ, t]
Eva[ϕ1 ∧ ϕ2, t] := {〈ϕ1 ∧ ϕ2, t〉} ∪ Eva[ϕ1, t] ∪ Eva[ϕ2, t]
Eva[�Iϕ, t] := {〈�Iϕ, t〉} ∪ ⋃

t′∈t+I Eva[ϕ, t′]

Then, the evaluation period Eva[ϕ, 0](ψ) (we denote as Eva(ψ) for simplicity)
of ψ is defined as Eva(ψ) = {t | 〈ψ, t〉 ∈ Eva[ϕ, 0]}.

Example 3. Consider the sub-formulas ϕ, ϕ′ and α of the formula ϕ in Exam-
ple 2. The evaluation periods of these sub-formulas can be computed as follows.

• First, Eva[ϕ, 0] = {〈ϕ, 0〉} ∪ ⋃
t′∈[0,45]{〈ϕ′, t′〉} ∪ ⋃

t′′∈[0,50]{〈ϕ′, t′′〉};
• Then, we can obtain the evaluation periods for ϕ, ϕ′ and α, respectively as

follows: Eva(ϕ) = 0,Eva(ϕ′) = [0, 45],Eva(α) = [0, 50].

Monitoring Algorithm. During the growth of partial signal v0:b, Algorithm 1
monitors v0:b by calling the function UpdateCau at each instant, which
updates the worklists Cau�[ψ] and Cau⊕[ψ], such that Cau�[ψ](t) equals to
[R]� (v0:b, ψ, t) and Cau⊕[ψ](t) equals to [R]⊕ (v0:b, ψ, t), as defined in Defi-
nition 4. Unlike the plain monitoring algorithm in Example 2, when updating
Cau�[ψ] and Cau⊕[ψ], Algorithm 1 relies on the worklists of the sub-formulas of
ψ that are already available rather than computing the causation distances of
the sub-formulas from scratch, thereby saving monitoring time significantly. We
illustrate this process in Example 4.

As shown in Algorithm 1, UpdateCau is defined recursively based on the
structure of an STL formula. In Algorithm 1, we only show a part of the oper-
ators; other operators can be derived by the STL syntax (Definition 1) and the
presented operators.

• The updates for α and ¬ϕ exactly follow Definition 4;
• The update for ϕ1 ∧ ϕ2 requires not only the worklists of causation distances

of sub-formulas, but also the worklists of robustness bounds of sub-formulas
(according to Definition 4), so it calls the auxiliary function UpdateRob
(see Algorithm 2 in [6]) to update the worklists RobL[ϕ1] and RobL[ϕ2] of
robustness bounds of sub-formulas. The function UpdateRob was originally
introduced in [6]. It updates the worklists of robustness bounds in a similar
way to what UpdateCau does for causation distances, i.e., when updating
the worklists of robustness bounds for a formula ψ, it also relies on the work-
lists of robustness bounds for its sub-formulas, rather than computing from
scratch.

• The update for �Iϕ requires to compute the minimum of Cau�[ϕ] over the
time window t + I, for each t ∈ Eva(�Iϕ). To efficiently update the list, we
adapt a sliding window algorithm [18] (elaborated on in §4.2) that, given a list
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Algorithm 2 Sliding window algorithm
Require: a list A = {a1, . . . , aN}, a window ω = [l, u] (l, u ∈ N)
Ensure: a list result = {minj∈[i+l,i+u] aj | i ∈ {1, . . . , N − u}}

1: function SlideMin(A, ω)
2: Q ← empty double-ended queue
3: result ← ∅ � initialize the list of results
4: PushBack(Q, l + 1)
5: for i ∈ {l + 2, . . . , N} do
6: if i ≥ u + 1 then � should give outputs
7: result ← result ∪ {aFront(Q)} � record result

8: if ai < ai−1 then � the back is not possible in result
9: PopBack(Q) � remove back

10: while ai < aBack(Q) do � recursive check
11: PopBack(Q) � remove back

12: PushBack(Q, i) � ai possibly in result
13: if i > Front(Q) + u − l then � front is no more in window
14: PopFront(Q) � remove front

15: return result

{a1, . . . , aN} and an index window [l, u] (l, u ∈ N), computes the minimum
minj∈[i+l,i+u] aj over the window [i + l, i + u] for each i ∈ {1, . . . , N − u}. In
Algorithm 1, Trans(I) transforms a time interval I to the index representation
of a window, simply by considering the sampling frequency2.

4.2 Sliding Window Algorithm

The sliding window algorithm [18] is given in Algorithm 2, which computes the
local minimum minj∈[i+l,i+u] aj over the span [i+l, i+u], for each i ∈ {1, . . . , N−
u}. This is yet another dynamic programming strategy, by using a double-ended
queue Q (Line 2) to record the comparisons that have been performed between
the elements in Q, and thus eliminate redundant comparisons.

Algorithm 2 takes as input a list {a1, . . . , aN} and a window [l, u]. Initially,
the window is placed to contain the elements a1+l, . . . , a1+u, and the index l +1
is pushed to the back of Q (Line 4). Then it enters a loop to traverse the list
(Line 5). Inside the loop, first, it checks the condition whether a result should be
reported, i.e., the elements in the initial window have been traversed (Line 6).
From which that on, it reports the list element with the index at the front of Q
at each loop (Line 7). Then, it recursively removes the indexes aBack(Q) at the
back of Q, if the element ai of the current index i is greater than the aBack(Q)

(Line 8-11), and pushes the current index i to the back of Q (Line 12). If the

2 In practice, the continuous time domain of signals (see §2.1) needs to be discretized,
by sampling the signal with a certain frequency. In this way, a signal can be repre-
sented as a list, which is the format required in Algorithm 2.
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index at the front of Q is already out of the scope of the window, then it is also
removed (Line 14).

Note that, the index of local minimum over the window is always stored at the
front of Q, and that is why it is returned at each loop in Line 7 of Algorithm 2.
In this way, the comparisons that have been performed between list elements are
reflected by the state of Q, thus reducing redundancies significantly.

Example 4. Consider the specification in Example 2. According to Algo-
rithm 1, our computation of [R]� (v0:b, ϕ, 0) at b = 19 relies on updating the
worklists for the sub-formulas SF(ϕ) of ϕ. As shown in Table 2, we need to main-
tain five worklists for the sub-formulas of ϕ. Each worklist is defined over the
evaluation period of the sub-formula, as computed in Example 3.

Due to recursive call of UpdateCau and UpdateRob, our algorithm first
updates the worklist Cau�[α] and RobU[α] for α, as shown by the correspond-
ing rows in Table 2. Then, RobU[ϕ′] is updated by taking the local maximum
over each window [0, 5] (by UpdateRob), and Cau�[ϕ′] is updated based on
Cau�[α] and RobU[ϕ′] (by Algorithm 1). Finally, Cau�[ϕ] can be updated based
on Cau�[ϕ′].

Table 2. The worklists for computing [R]� (v0:b, ϕ, 0) at b = 19

b (time) 0 · · · 5 · · · 10 · · · 14 15 · · · 19 20 · · · 45 · · · 50

Cau�[α] Rα
max · · · Rα

max · · · Rα
max · · · Rα

max R
α
max · · · -1 Rα

max · · · Rα
max · · · Rα

max

RobU[α] 10 · · · 0 · · · -4 · · · -3.5 -3 · · · -1 Rα
max · · · Rα

max · · · Rα
max

RobU[ϕ′] 10 · · · 0 · · · -3 · · · -1 Rα
max · · · Rα

max R
α
max · · · Rα

max

Cau�[ϕ′]Rα
max · · · Rα

max Rα
max -1 Rα

max Rα
max R

α
max · · · Rα

max

Cau�[ϕ] -1

Compare our algorithm with the naive one in Example 2. In our algorithm,
the computations of [R]� (v0:b, α, t) and [R]U(v0:b, α, t) for any specific t both
happen only once; then, they are recorded in the worklists and when they are
used to update the worklists of other formulas, they can be directly read from the
worklist, which does not take new computation costs. Therefore, our algorithm
avoids the repeated computation of [R]� (v0:b, α, t) and [R]U(v0:b, α, t), as shown
in the monitoring process in Example 2.

5 Demonstration of CauMon

We implemented CauMon in C++, which can be easily compiled to interface with
CPS implemented in any formalism. In this section, we showcase the usage of
CauMon, by compiling it to be a MATLAB API, based on the MEX functions
of MATLAB. A code snippet for monitoring ϕ in Fig. 1 is shown as follows.
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1 signal = ’speed ’;

2 spec = ’alw_ [0 ,45]( ev_ [0,5]( speed[t]<10))’;

3 tau = 0;

4 while ∼end()

5 trace = get_trace ();

6 [vio_d , sat_d] = cau_mon(signal , trace , spec , tau);

7 end

The function cau mon serves as the interface to call our causation monitor,
which requires four arguments, namely, a trace, a list of signal names, an STL
specification and a non-negative τ . Their formats are required as follows:

• trace is a high-dimensional array. Its first row is an array of time stamps;
from second row on, each row denotes a signal concerned with the STL;

• signal is a string that denotes a list of signals that correspond to each row
of trace. Multiple signals can be separated by commas.

• spec is a string that denotes an STL formula. The syntax of spec follows the
standard in Breach [8].

• tau is a non-negative real, as τ defined in Definition 4.

During the monitoring of system execution, the program iteratively calls cau mon
with an updated trace, which is obtained by a function get trace. The function
get trace requires an interface with the system being monitored. Typically, such
an interface is provided by a CPS simulator; for example, in the case of Simulink
models, one can use the function sim to obtain the output of Simlink models.
At each instant, cau mon can return a violation causation distance vio d and a
satisfaction causation distance sat d, exactly as defined in Definition 4.

6 Experimental Evaluation

We introduce the experimental evaluation of our tool CauMon. For the purpose
of comparison, we also integrated two baseline monitors, namely, RobM (the
online robust monitor from [6]) and PCauM (the plain implementation of online
causation monitor from Definition 4) into our tool, as an option that can be
specified by users. Our tool is publicly available in our Github repository3.

6.1 Experiment Setting

Benchmarks. To evaluate the efficiency of our proposed monitoring algorithm,
we collect traces from four MATLAB Simulink models that are commonly-used
in the CPS community [10–12,21].
Automatic Transmission (AT) implements a transmission controller of an auto-
motive system. It has been widely-used recently [10–12] as a benchmark of CPS
testing and monitoring. It contains 64 blocks in total, including a stateflow chart

3 https://github.com/choshina/EfficientCausationMonitor.

https://github.com/choshina/EfficientCausationMonitor
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that represents the transmission control logic. The outputs of AT, including
speed and RPM, reflect the state of the automotive system. The specifications
that AT are expected to hold are listed as follows:

• ϕAT
1 ≡ �[0,30](speed < 110): speed should be always low;

• ϕAT
2 ≡ �[0,29](speed > 70 → �[0,1](speed > 80)): there should be a drastic

speed change from 70 to 80;
• ϕAT

3 ≡ �[0,27](speed > 50 → �[1,3](RPM < 3000)): whenever speed is higher
than 50, RPM should be below 3000 in 3 s;

• ϕAT
4 ≡ �[0,29](speed < 100) ∨ �[29,30](speed > 65): there should not be a

drastic speed change at the end of the simulation;

Abstract Fuel Control (AFC) is a powertrain control system released by Toy-
ota [17] and has been widely used as a benchmark in CPS community [10–12,21].
The system takes external inputs including engine speed and pedal angle, and
adjusts the air-to-fuel ratio to ensure the performance of the powertrain system.
The output of AFC includes the air-to-fuel ratio AF and a reference value AFref.
The specifications of AFC are listed as follows:

• ϕAFC
1 ≡ �[10,50](|AF − AFref| < 0.1): the deviation of AF from AFref should

always be small;
• ϕAFC

2 ≡ �[10,48.5]�[0,1.5] (|AF − AFref| < 0.08): a large deviation should not
last for too long;

Fig. 2. Comparison between CauMon and RobM, in terms of the information provided
by different monitors. In each of the sub-figures, the top plot is the signals, the middle
plot is the result of online robust monitors [6], and the bottom plot is the result of
online causation monitors.

Neural Network Controller (NN). This is a magnetic levitation system that has
been used as a benchmark in [10,12,21,29]. It takes one input signal, Ref ∈ [1, 3],
which is the reference for the position Pos of a magnet suspended above an
electromagnet. The specification of NN is a complicated one:
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• ϕNN
1 ≡ �[0,18](¬close → reach), where close ≡ |Pos−Ref | ≤ ρ+ a · |Ref |,

and reach ≡ �[0,2](�[0,1](close)): the position should approach the reference
position in some seconds when they are far. Here, a = 0.04 and ρ = 0.004.

Free Floating Robot (FFR) models a robot moving in a 2D space [28,30]. It takes
as input the four boosters of the robot, and outputs four signals that are the
position in terms of coordinate values x, y. The specification of FFR is as follows:

• ϕFFR
1 ≡ ¬(�[0,5](�[0,2](x ∈ [1.5, 1.7] ∧ y ∈ [1.5, 1.7]))): it requires the robot

not to stay in an area for at least 2 s.

Experiment Design. For each specification, we first generate 10 signals by
running the Simulink models with random inputs, and then for each signal, we
apply the three monitors and compare the total time they spent in monitoring
the signal. To handle the fluctuation of monitoring time due to the environmental
noises, we repeat each monitoring process for five times and report the average
monitoring time as the result. While some monitors may be not efficient and not
terminated within a reasonable time budget, we set 5000 s as a timeout.

Our experiments are conducted on Amazon EC2 c4.2xlarge instances
(2.9 GHz Intel Xeon E5-2666 v3, 15 GB RAM).

6.2 Evaluation

Efficacy of CauMon. To demonstrate the supriority of CauMon compared to
RobM in terms of informativeness, we show two plots in Fig. 2, which depict the
signals produced by Simulink models and the monitoring results of CauMon and
RobM. Due to the page limit, examples of other specifications are presented in
our Github repository. We can observe that, while the upper robustness curves
in these three plots provided by RobM are always monotonic, the violation cau-
sation distances provided by CauMon are not monotonic, thus they can deliver
more information about system evolution. For instance, in Fig. 2b, the spikes
shown in the monitoring result of CauMon reflect that the deviation between AF
and AFref is greater than the threshold 0.1 in ϕAFC

1 for more than once. How-
ever, this information can not be provided by the monotonic curve of the upper
robustness from the monitoring result given by RobM.

Efficiency of CauMon. The experimental results are presented in Table 3. Each
sub-table reports the results of monitoring 10 signals for the corresponding spec-
ification. The first three columns of each sub-table report the total monitoring
time of the three monitors, and the last two columns report the comparison
between the proposed CauMon and the two baseline monitors RobM and Cau-
Mon, computed by ΔA = (CauMon−A)/A, where A is either PCauM or RobM.

First, by the comparison between PCauM and CauMon, we observe that in
our experiments, CauMon always outperforms PCauM, with an improvement of
at least 17.5% (in ϕAT

4 ). In particular, in those complex specifications that have
nested temporal operators, such as ϕAT

2 , ϕAT
3 and ϕNN

1 , PCauM can take extremely
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long time to monitor the traces: for ϕAT
2 and ϕAT

3 , it takes around 1900 s; for ϕNN
1

that has nested operators of three levels, it even gets timeout. In the case of ϕAT
2

and ϕAT
3 , each instant of the signals takes about 1900

30×100 = 0.63 seconds, which
is 63 times longer than the sampling period (0.01 s for AT) of the traces. This
performance can lead to severe delays if PCauM is deployed in practice, and the
main reason is, as shown in Example 2, because of the redundant computations
of intermediate results. In contrast, CauMon does not suffer from the problem
and provides a monitoring performance that allows its usage in a real-world
setting, possibly even a synchronous monitoring setting.

The performance of PCauM is severely subject to the complexity of the spec-
ification. In the problems that have simpler formulas (e.g., ϕAT

1 , ϕAFC
1 ), PCauM is

not very slow. However, for specifications that have nested operators (e.g., ϕAT
2 ,

ϕAT
3 , ϕNN

1 ), PCauM becomes not feasible in practice. By contrast, CauMon suffers
much less from this issue. Even for complex specifications, CauMon is still very
efficient and its performance is always comparable with RobM.

By the comparison between RobM and CauMon, we observe that, the perfor-
mance of CauMon is at the same magnitude of RobM, and so its performance

Table 3. Experimental results of the three monitors RobM, PCauM and CauMon Time
is reported in seconds.

ϕAT
1 RobM PCauM CauMon

CauMon stat. (%)

Δ RobMΔ PCauM

#1 0.34 0.31 0.20 −41.8 −35.5

#2 0.32 0.31 0.19 −40.2 −38.7

#3 0.30 0.3 0.18 −40.4 −40.0

#4 0.33 0.31 0.19 −40.6 −38.7

#5 0.39 0.34 0.23 −41.6 −32.4

#6 0.30 0.30 0.18 −40.1 −40.0

#7 0.32 0.31 0.19 −40.7 −38.7

#8 0.34 0.32 0.20 −41.0 −37.5

#9 0.31 0.31 0.19 −39.9 −38.7

#10 0.33 0.32 0.20 −40.9 −37.5

ϕAT
2 RobM PCauM CauMon

CauMon stat. (%)

Δ RobMΔ PCauM

#1 1.55 1972.82 1.99 +28.4 −99.9

#2 1.50 1907.76 1.87 +24.9 −99.9

#3 1.47 1932.85 1.87 +27.5 −99.9

#4 1.48 1914.46 1.84 +24.8 −99.9

#5 1.50 1902.60 1.88 +25.8 −99.9

#6 1.48 1887.34 1.86 +25.7 −99.9

#7 1.45 1891.06 1.82 +25.7 −99.9

#8 1.44 1847.76 1.82 +26.2 −99.9

#9 1.58 1865.24 1.91 +21.0 −99.9

#10 1.41 1855.63 1.81 +28.2 −99.9

ϕAT
3 RobM PCauM CauMon

CauMon stat. (%)

Δ RobMΔ PCauM

#1 1.63 2007.99 2.26 +39.1 −99.9

#2 1.64 2015.69 2.27 +38.2 −99.9

#3 1.63 1990.24 2.13 +30.5 −99.9

#4 1.59 1926.94 2.20 +38.2 −99.9

#5 1.62 1985.16 2.20 +35.8 −99.9

#6 1.64 2023.44 2.27 +38.4 −99.9

#7 1.57 1979.15 1.99 +27.0 −99.9

#8 1.57 1894.74 2.16 +37.9 −99.9

#9 1.63 1991.59 2.11 +29.2 −99.9

#10 1.61 1997.21 2.16 +33.9 −99.9

ϕAT
4 RobM PCauM CauMon

CauMon stat. (%)

Δ RobMΔ PCauM

#1 0.46 0.57 0.47 +1.5 −17.5

#2 0.41 0.53 0.42 +2.4 −20.8

#3 0.45 0.57 0.46 +2.2 −19.3

#4 0.41 0.53 0.42 +2.3 −20.8

#5 0.43 0.55 0.44 +2.1 −20.0

#6 0.44 0.56 0.45 +1.4 −19.6

#7 0.42 0.54 0.43 +1.1 −20.4

#8 0.41 0.54 0.42 +1.4 −22.2

#9 0.43 0.55 0.43 +1.0 −21.8

#10 0.46 0.57 0.46 +0.5 −19.3

ϕAFC
1 RobM PCauM CauMon

CauMon stat. (%)

Δ RobMΔ PCauM

#1 0.0079 0.0095 0.0056 −29.8 −41.1

#2 0.0066 0.0088 0.0048 −27.1 −45.5

#3 0.0063 0.0086 0.0047 −25.1 −45.3

#4 0.0061 0.0086 0.0047 −23.3 −45.3

#5 0.0061 0.0086 0.0047 −23.1 −45.3

#6 0.0061 0.0086 0.0046 −23.8 −46.5

#7 0.0061 0.0086 0.0047 −23.7 −45.3

#8 0.0061 0.0086 0.0047 −23.6 −45.3

#9 0.0061 0.0086 0.0047 −23.6 −45.3

#10 0.0062 0.0087 0.0047 −24.1 −46.0

ϕAFC
2 RobM PCauM CauMon

CauMon stat. (%)

Δ RobMΔ PCauM

#1 0.0084 0.7033 0.0087 +3.1 −98.8

#2 0.0072 0.7041 0.0078 +8.0 −98.9

#3 0.0069 0.7017 0.0077 +12.0 −98.9

#4 0.0066 0.7041 0.0076 +15.0 −98.9

#5 0.0067 0.702 0.0077 +15.1 −98.9

#6 0.0066 0.7058 0.0076 +15.0 −98.9

#7 0.0067 0.7041 0.0077 +14.8 −98.9

#8 0.0067 0.7053 0.0077 +16.1 −98.9

#9 0.0067 0.7052 0.0077 +15.4 −98.9

#10 0.0067 0.7051 0.0078 +15.8 −98.9

ϕNN
1 RobM PCauM CauMon

CauMon stat. (%)

Δ RobMΔ PCauM

#1 1.25 t/o 1.89 +51.4 −99.9

#2 1.22 t/o 1.86 +52.8 −99.9

#3 1.23 t/o 1.89 +53.4 −99.9

#4 1.22 t/o 1.88 +53.7 −99.9

#5 1.23 t/o 1.88 +52.7 −99.9

#6 1.22 t/o 1.88 +53.8 −99.9

#7 1.23 t/o 1.88 +53.0 −99.9

#8 1.24 t/o 1.89 +52.8 −99.9

#9 1.24 t/o 1.88 +52.3 −99.9

#10 1.23 t/o 1.86 +51.4 −99.9

ϕFFR
1 RobM PCauM CauMon

CauMon stat. (%)

Δ RobMΔ PCauM

#1 0.053 850.1 0.085 +60.7 −99.9

#2 0.049 857.6 0.080 +62.3 −99.9

#3 0.049 857.1 0.080 +63.0 −99.9

#4 0.051 822.0 0.082 +61.7 −99.9

#5 0.049 813.5 0.080 +62.8 −99.9

#6 0.050 822.0 0.081 +63.3 −99.9

#7 0.051 867.8 0.083 +61.4 −99.9

#8 0.047 809.0 0.077 +62.3 −99.9

#9 0.047 809.6 0.077 +64.0 −99.9

#10 0.047 809.4 0.077 +63.1 −99.9
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is comparable with RobM. While in some cases CauMon is not as fast as RobM,
the performance difference is not very large. This is acceptable, regarding that
our CauMon can provide more information about system evolution than RobM.
There also happens that CauMon is faster than RobM, with simple specifications
that have no nested temporal operators, such as ϕAT

1 and ϕAFC
1 . This is because

monitoring simple specifications, like �Iα, mainly needs the causation distance
lists Cau�[α] and Cau⊕[α] of atomic proposition α, and by Defs. 3 and 4, Cau�[α]
and Cau⊕[α] have simpler shape than RobU[α] and RobL[α].

7 Conclusion and Future Work

We propose an efficient approach for online causation monitoring. Our approach
features two dynamic programming strategies, namely, the use of causation dis-
tance lists that record intermediate results, and the use of sliding window algo-
rithms that accelerate the causation computation of temporal operators. Exper-
iments show that, in terms of efficiency, our approach significantly outperforms
the plain causation monitor in [26], and is comparable with the existing online
robust monitors that deliver less information about system evolution than ours.

As future work, we would like to explore the application of the proposed
monitors for system behavior analysis. For instance, by causation monitoring,
we can obtain the information about when a cause of the specification violation
happens, and this can be used for fault analysis such as localization and repair.
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8. Donzé, A.: Breach, a toolbox for verification and parameter synthesis of hybrid
systems. In: Touili, T., Cook, B., Jackson, P. (eds.) CAV 2010. LNCS, vol. 6174, pp.
167–170. Springer, Heidelberg (2010). https://doi.org/10.1007/978-3-642-14295-
6 17
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23. Ničković, D., Yamaguchi, T.: RTAMT: online robustness monitors from STL. In:
Hung, D.V., Sokolsky, O. (eds.) ATVA 2020. LNCS, vol. 12302, pp. 564–571.
Springer, Cham (2020). https://doi.org/10.1007/978-3-030-59152-6 34

24. Selyunin, K., et al.: Runtime monitoring with recovery of the SENT communication
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